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Abstract. The increasing availability of large and diverse datasets (big
data) calls for increased flexibility in access control so to improve the ex-
ploitation of the data. Risk-aware access control systems offer a natural
approach to the problem. We propose a novel access control framework
that combines trust with risk and supports access control in dynamic
contexts through trust enhancement mechanisms and risk mitigation
strategies. This allows to strike a balance between the risk associated
with a data request and the trustworthiness of the requester. If the risk
is too large compared to the trust level, then the framework can identify
adaptive strategies leading to a decrease of the risk (e.g., by remov-
ing/obfuscation part of the data through anonymization) or to increase
the trust level (e.g., by asking for additional obligation to the requester).
We outline a modular architecture to realize our model, and we describe
how these strategies can be actually realized in a realistic use case.
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1 Introduction

The increasing availability of large and diverse datasets (big data) calls for in-
creased flexibility in access control so to improve the exploitation of the data.
Indeed, organizations are now in the position to exploit these diverse datasets to
create new data-based businesses or optimizing existing process (real-time cus-
tomization, predictive analytics, etc.). Yet, they are often unable to fully leverage
this potential due to the lack of appropriate data release mechanisms ensuring
that sensitive information is not disclosed. As a consequence, most organizations
still strongly limit (even internally) the sharing and dissemination of data mak-
ing most of the information unavailable to decision-makers, and thus they do
not fully exploit the power of these new data sources.

To overcome the problem, access control systems must weigh the risks against
the trustworthiness of the incoming requests. In other words, access control de-
cisions must be based on an estimation of expected cost and benefits, and not



(as in traditional access control systems) on a predefined policy that statically
defines what accesses are allowed and denied. In other words, in Risk-based Ac-
cess control for each access request, the corresponding risk is estimated and if
the risk is less than a threshold then access is guaranteed, otherwise it is de-
nied. The aim is to be more permissive than in traditional access control system
by allowing for a better exploitation of data. Although existing risk-based ac-
cess control models provide an important step towards a better management
and exploitation of data, they have a number of drawbacks which limit their
effectiveness. In particular, most of the existing risk-based systems only support
binary access decisions: the outcome is allowed or denied, whereas in real-life we
often have exceptions based on additional conditions (e.g., “I cannot provide this
information, unless you sign the following non-disclosure agreement.” or “I can-
not disclose these data, because they contain personal identifiable information,
but I can disclose an anonymized version of the data.”). In other words, if the
system can propose appropriate risk mitigation measures, and they are accepted
by the requester, a relevant part of additional information can be shared.

In this paper we propose a novel access control framework that combines
trust with risk and supports access control in dynamic contexts through trust
enhancement mechanisms and risk mitigation strategies. This allows us to strike
a balance between the risk and the trustworthiness of the data request. If the
risk is too large compared to the trust level, then the framework can identify
adaptive strategies that can decrease the risk (e.g., by removing/obfuscating
part of the data through anonymization) and/or increase the trust level (e.g.,
by asking for additional obligation to the requester).

Our framework enjoys a number of features:

1. it explicitly models trust and risk, which are the key factors of any business
decision;

2. it increases the flexibility of existing risk-aware access control, by introducing
trust;

3. it supports complex authorization scenarios by simply changing the config-
uration (trust and risk configuration modules, and corresponding mitiga-
tion/enhancement strategies).

The use case illustrates how the framework can work in practice, addressing
access control requirements in a natural way, that would otherwise need complex
authorization structure and calibration.

In the next section we provide a motivating use case. In Section 3 we intro-
duce our risk- and trust-based access control model. In Section 4 we provide an
architectural view of our access control framework. With the reference to our
use case, in Section 5 and in Section 6 we discuss approaches to risk evaluation
and mitigation that can be supported by our framework. In Section 8 we discuss
the related work and in Section 9 we conclude with some final remarks.



Fig. 1. Use Case: Alice accessing an HR report with personal data covered by EU
Directive on Data Protection 95/46/EC.

2 Use Case

Consider a company with an ERP system with a Human Resource (HR) Man-
agement module, enabled with the proposed Trust and Risk-aware access control
system (see Fig. 1). By using the ERP functionalities corporate user Alice can
generate an HR report containing a list of employees with their location and
salaries. The report contains sensitive information and personal data, and the
company has strict rules for accessing the data such as security measures to
minimize the disclosure risk when data are moved outside the company. The
risk scenario considered is the leakage of the the salary information associated
to a specific employee (re-identification risk). To ensure compliance with EU
data protection laws, additional restrictions must be applied if data are accessed
outside EU.

In her daily business, Alice may access the report using multiple devices: her
office PC at corporate premises, a corporate smartphone and her own smart-
phone. Access in mobility suffers from a high level of risk, since it is more ex-
posed to external attacks and, depending on the geographical location, different
rules may apply. A conservative approach, easily implementable with traditional
access control systems, would imply a security policy like that:

– if Alice is on premises, then access is granted
– if Alice is in mobility, access is denied as the security and compliance risks
could be too high

Basically, access is limited to corporate premises, where full data can viewed
whereas outside no information is available and no reports can be produced.
Even though this approach could seem simplistic, many real-life access control
systems offer a similar level of functionality [1].



Ideally, Alice would like to get a wider access to the data, and perform her
business tasks (e.g., reporting) also in mobility, using different devices in multiple
locations, but still keeping security risk under control, as summarized in Table 1.

Table 1. Possible usage scenarios, comprising different devices and locations, and
expected utility (i.e., type of reports needed) and security levels

Scenario Expected

# Device Location Administration Utility Security

1 PC on premises corporate full access no restriction
2 Smartphone EU corporate grouped by country medium risk
3 Smartphone EU personal grouped by region minimal risk
4 Smartphone no EU - no access no access

In the next section, we will show how these scenarios can be realized in our
framework.

3 Model

At an abstract level, a risk- and trust-based access control framework can be
represented by a function Auth(Obj, u, p) defined as follows. User u is granted
permission p on object obj iff the trustworthiness of the incoming request is
larger or equal to the risk, i.e.,

Auth(Obj, u, p) =

{
Allow, if (T (u,C)−R(obj, p, C)) ≥ 0

Deny, otherwise
(1)

where T (u,C) is the trustworthiness of the request, which depends on user u
and context information C (e.g., location of the requester) and R(obj, p, C) is
the risk, which depends on the requested object obj (e.g. a file) to the permission
p (e.g., read or write)1 and context C.

If access is denied, then there are two possible methods for improving the
accessibility to the resource: (i) applying risk mitigation strategies to decrease
R, or (ii) increase the trustworthiness T , until the condition condition T > R
is granted. We will discuss how risk and trust can be modeled, and possible
mechanisms to reduce/increase their values in the next subsections.

1 In most cases the dependency of risk from permission is mediated by roles. For the
sake of simplicity, we do not consider here roles, for an extension of this model
including roles, we can follow the lines of the models described in [2,3].



3.1 Modeling Trust

Trust is a wide concept, and different definitions have been proposed in litera-
ture [4]. To our scope we can use the definition by McKnight and Chervany [5],
which better related to the concepts of utility and risk attitude. 2

Trust is the extent to which one party is willing to depend on something
or somebody in a given situation with a feeling of relative security, even
though negative consequences are possible.

Several definitions have been proposed in for the concept of Trust In our
case, we consider trust expressing the level of confidence the resource controller
has on the user u not misusing the resource he wants to access. We expect this
level to depend on the user u (identity, role, and previous behavior) and on the
given context C (e.g., the device or system environment he is using).

Trust values are assigned in various ways depending on the specific use cases.
For example in reputation models, trust assessments from other entities are
combined to compose a trust evaluation, or in behavioral trust a value is assigned
based on the historical records of transactions [4]. Trust can be also derived
from assessing a set of trust indicators such as security metrics (e.g., level of
authentication) and from trust assertions (e.g. stamp of approval) issued by
trusted entities (i.e., certification authorities).

From the risk-based system point of view, the identity of the requester heavily
depends on the effectiveness of the authentication mechanism employed. To take
into account this, the trustworthiness of user u in context C, say Teff (u,C),
should take into account the possibility that the authentication is not carried
out correctly (e.g., an identity theft scenario). This situation can be modeled in
our framework by replacing T (u,C) with Teff (u,C) in (1), where

Teff (u) = T (u)(1− Pit) + T (u′ 6= u)Pit

where T (u′ 6= u) is the Trust associated to any, not specified, other user that is
not u, in practice it should be zero or negligible and Pit is the probability of an
identity theft. Pit represents the strength of the authentication mechanisms.

3.2 Modeling Risk

Risk is defined by the likelihood and the impact of the occurrence of one or
more a series of failure scenarios s ∈ S (also called risk scenarios). Although
different quantitative risk methodologies exist, see [7] and references therein, for
independent scenarios as risk can be computed by:

R(obj, p) =
∑

s∈S(C)

P (s)I(s)

2 A popular used definition is from Gambetta [6], which stresses the reliability aspects
of trust. For a discussion see [4].



where S is the set of possible failure scenarios related to the access of p in the
context C, P (s) is the probability of occurrence of the failure scenario s, and
I(s) the associated impact (often measured as monetary cost).

The risk exposure can be decreased implementing a set of controls and mech-
anisms, and in this case we refer it as residual risk. In addition, temporary risk
mitigation strategies can be applied to further reduce the risk. In case of ac-
cess control, they include for example, decreasing the probability of failure, by
obfuscating (part of) the data (e.g., anonymization) or imposing usage control
restrictions (e.g., data retention period); or decreasing the impact, by insurance.

Eq. 1 implies that trust and risk are measured in the same units. Ideally, risk
should be measured in monetary units (since the impact is the cost of occurrence
of a certain scenario), and, accordingly, trust should have the same units, as
in the previous example for financial transactions. Unfortunately, estimating
risk in information systems is much less consolidated practice, due to: i) the
limited availability of historical data on failure scenarios, which makes difficult
to estimate the corresponding probabilities. ii) the difficulty to estimate the
impact of a failure to protect an intangible digital assets.3

To overcome these problems, existing risk based access control systems use
various approaches: they estimate these values from the parameters of tradi-
tional (non-risk based) access control models (e.g., see [9] for multi-level security
models), they use relative measures for both trust and risk (in practice they
normalize these quantities in the interval [0, 1], see [3]), or they use heuristics
for estimating these numbers from qualitative risk assessments [7].

In the sequel, to demonstrate our approach, we will consider a single risk
factor related to data privacy (re-identification risk). This allows us to compare
trust, normalized in the interval [0, 1], directly with the probability of the risk
scenario. The model can be clearly include any other security risk factors, as far
as a quantitative risk estimation is possible, for example, deriving risk values
from the rating of the Common Vulnerability Scoring System (CVSS) [10].

4 Architecture

In this section we present an abstract architecture for our Trust and Risk-aware
Access Control Framework. The architecture, depicted in Figure 2, is composed
of four main modules that are described in the remaining part of the section. To
better illustrate their functionalities, we will use the use case as running exam-
ple, i.e., we focus on re-identification risk and anonymization as risk mitigation
strategies, and obligation as a means for trust enhancement. This architecture,
however, is conceived to deal with arbitrary strategies and trust/risk functions.

Risk-Aware Access Control Module. is the entry point to our system, through
which users can submit requests to retrieve data from the underlying database.

3 For these reasons, so far, most of the risk assessments for information system are qual-
itative, where probability and impacts are classified in broad categories and no ex-
plicit numerical values are assigned (e.g., in many application of ISO 27005:2011 [8]).



Fig. 2. Architecture of the Trust and Risk-aware Access Control framework

The module evaluates the access authorizations of the data requester and
grants or denies access. To do so, the Risk-Aware Access Control module will
call the Risk Estimation Module to determine the risk level of the request
and the Trust Estimation Module to determine the requester’s and context
trust. Trust and Risk Mitigation Module enters into play to increase trust and
reduce risk if necessary.
This module is realized internally with a PEP-PDP pair (a Policy Enforce-
ment Point and Policy Decision Point respectively). A PIP (Policy Informa-
tion Point) is used to provide additional attributes for the requester and the
context.

This module is realized internally with a PEP-PDP 4 pair (a Policy En-
forcement Point and Policy Decision Point respectively). A PIP 5 (Policy
Information Point) is used to provide additional attributes for the requester
and the context.

4 In the XACML (eXtensible Access Control Markup Language) standard [11] the
PDP is the point that evaluates an access request against an authorisation policy
and issues an access decision and the PEP Policy Enforcement Point is the point
that intercept user’s request call the PDP for an access decision then enforce this
decision by allowing or denying the access.

5 The PIP (in XACML) is the point that can be called to provide additional informa-
tions about resource, requester or envirment.



Risk Estimation module. It is used to determine the level of risk, based on
the data requested, context and on the criteria defined in the risk estima-
tor configuration. For example, for re-identification risk, this configuration
includes the metrics respect to domain-specific knowledge about what infor-
mation is to be considered critical or not. Besides the evaluation of the risk,
this module produces an estimation of the minimal anonymization level to be
applied in order to meet the required risk level. (i.e., in case of k-anonymity
metric, the risk estimation module computes the minimal value of k that
respects the risk threshold constraint, see Section 5).

Trust Estimation module. It is used to compute the trust aspects of a re-
quest. In particular, it can take into account user attributes like role, or-
ganizational units, age for instance; as well as context attributes, like the
geographic location where a request was created, the software used to issue
it as well as the characteristics of a network connection.

Trust and Risk Adjustment module. This module is activated by the Risk-
Based Access Control module in order to mitigate risk and/or to increase the
trust level for the request, when the access risk to the requested resource
exceeds the trust level, in such a case, two possible options are available:
– Decrease Risk by applying optimal risk mitigation strategies (e.g., anonymiza-

tion operations, which decrease risk but minimise the information loss)
– Enhance Trust by complementing an authorization decision with access

and usage control obligations (explained in the following Sect. 6). These
obligations can condition the acceptance of a request to the execution of
operations at the moment of the request or when specific events occur;
for example, an usage control obligation may prescribe the deletion of
a resource after that a retention period expires. If such obligation is
guaranteed to be enforced, then the trust estimation can be increased.

The usage control obligations Handler will enforce the selected risk adjast-
ment strategy.

5 Risk Evaluation and Mitigation

The risk of privacy violations is often associated with the concept of individual
identifiability, used in most privacy laws e.g. EU data protection directive [12],
Health Insurance Portability and Accountability Act (HIPAA) [13], etc.). Immu-
nity against individual identifiability can be interpreted as taking measures to
prevent the identification or learning of private information about any individual
in a dataset with probability or confidence greater than a certain threshold [14],
or, in other terms, ensuring a certain level of anonymity to each individual in
the dataset. In this section we will discuss how re-identification risk can be mea-
sured and how anonymization can be used to mitigate the risk associated with
a tabular-data extraction request while querying a privacy-sensitive dataset, as
in our use case.



From a privacy perspective, attributes (or columns) in a dataset can be clas-
sified as follows:

– Identifiers. These are data attributes that can uniquely identify individuals.
Examples of identifiers are Name/Last Name, the Social Security Number,
and the passport number.

– Quasi-identifiers (QIs) or key attributes [15]. These are the attributes that,
when combined, can be used to identify an individual. Examples of QIs are
the postal code, age, job function, location, and gender.

– Sensitive attributes. These attributes contain intrinsically sensitive informa-
tion about an individual (e.g., diseases, political or religious views, income)
or business (e.g., salary figures, restricted financial data or sensitive survey
answers).

In presence of identifiers the re-identification risk is clearly maximum (i.e.,
probability of re-identification P = 1), but even if identifiers are removed, com-
bining QIs individuals can be singled out and this implies a high risk. To measure
this risk various privacy metrics have been proposed in the literature. These met-
rics differ in a number of ways, but they all express the risk of disclosing personal-
identifiable information when releasing a given dataset (see [16,14] for a review).
In the context of re-identification, the most popular one is k-anonymity [17]6.
The k-anonymity condition requires that every combination of QIs is shared
by at least k records in the dataset. A large k value indicates that the dataset
has a low re-identification risk, because, at best, an attacker has a probabil-
ity P = 1/k to re-identify a record (i.e., associate the sensitive attribute of a
record to the identity of a respondent). For example, the (unaltered) table in
Table 4, has clearly k = 1 (name/lastname are unique identifiers), and P = 1 for
ri-identification risk (for the sake of simplicity we do not consider impact here).

A possible way to decrease the disclosure risk is anonymization. Anonymiza-
tion is a commonly used practice to reduce privacy risk, consisting in obfuscat-
ing, in part or completely, the personal identifiable information in a dataset.
Anonymization methods include [19]:

– Suppression: Removal of certain records or part of these records (columns,
tuples, etc., such name/last name column);

– Generalization: Recoding data into broader classes (e.g., releasing only the
first two digits of the zip code or replacing towns with country or regions)
or by rounding/clustering numerical data;

Traditionally, anonymization is run offline, but more recently risk-based access
control models, which use in-the-fly anonymization as mitigation strategy have
been proposed [20]. In practice, to minimize the risk to a certain level (com-
pared to the trust threshold), anonymization methods are applied to decrease
the probability of re-identification (or, in other words, by increasing k), common

6 Other privacy metrics exist (for example, `-diversity, and t-closeness, see [18] for a
review), but k-anonymity is still a de-facto standard in real applications



Table 2. Re-identification risk for different anonymization methods

Risk Anonymization Method

Full risk k = 1 (P = 1.0)
Medium risk k = 2 (P = 0.5)
Minimal risk k = 10 (P = 0.1)

values for k in anonymized data are in range between 2 and 30 [21], depending
on the use cases.

In our example, we can take k = 2 (P = 0.5) asmedium risk (see the ‘expected
security’ column in Table 1) and k = 10 (P = 0.1) for minimal risk. Table 2
summarizes the values for k in relation with the different risk expectations.

6 Risk Mitigation by Obligation

Obligations are actions or operations that must be carried out as result of an
authorization decision. In the standard XACML architecture [11], obligations
are defined as parts of policies and included in authorization responses created
by the PDP; they are enforced by the PEP on behalf of the subject issuing
the authorization request. Besides their application as outcome of authorization
decisions, obligations may also be applied during or after the consumption of a
requested resource or the execution of a requested operation [22,23]: for example,
a policy may state a specific retention period for any copy of a resource whose
access was granted to the requester. In these cases a trusted component must
exist that is able to operate in real time as a PEP. This situation is generally
referred as Usage Control (UC) [24]. UC models and mechanisms have been
proposed to address privacy requirements [25], and applied to both the cloud
and the mobile environments [26,27].

AC/UC policy definitions may comprise a broader set of directives, regulat-
ing runtime aspects originated from an authorized access; for example, a policy
may prescribe to monitor the location where a mobile user consumes a resource
and to react with a deletion obligation in case the user leaves the country. Such
capabilities are particularly useful to achieve compliance with directives (law
requirements or corporate policies): for example, data privacy regulations in-
troduced in Section 5 impose the application of certain principles and UC can
enforce automatically some aspects [28].

Therefore, the usage of obligations, when their enforcement is guaranteed, can
be considered as a means to enhance a request’s trust estimation in our proposed
system. In fact, it can be assumed that prescriptions specified by a security
policy are applied and that they can regulate how resources or operations are
used, thus ensuring their compliance. For instance, in our use case the trust level
could change with the context as shown in Table 3. For the sake of simplicity we
assume that trust is independent from the specific user, i.e., T (u,C) = T (u′, C)
for all contexts C and users u and u′. In the for the most trusted environment



Table 3. Trust values in different contexts C

Context T (u,C)

On premise 1.0
Mobility (secure) 0.5
Mobility (standard) 0.1
Mobility (outside EU) 0.0

Table 4. HR report: original view

Name Job Location Salary

Timothy Lulic Senior Developer London 46200
Alice Salamon Support London 45000
Perry Coda Junior Developer London 32000
Tom Torreira Admin Milan 28000
Ron Savic Senior Developer Rome 56000
Omer Regini Senior Developer Shanghai 47000
Bob Eramo Support Macau 18000
Amber Mesb Admin Bangalore 30000
Elise Moisander Admin Bangalore 31000

(On premise) we can thus have T (u,C) = 1, whereas for requests coming from
outside the EU that cannot be trusted and thus T (u,C) = 0.

7 Application to the Use Case

We now show how our framework can support the scenarios introduced in Sec-
tion 2 and achieve the expected utility and security levels. In all scenarios con-
sidered, we assume user Alice requests access to the data listed in Table 4.

Scenario #1: Access from business environment. The Risk Estimation mod-
ule is called to estimate the re-identification risk associated to the dataset:
R(obj, p, C) = 1, since the report contains personal data with an elevate re-
identification risk. The Trust Estimation module in turn computes the trust
associated to the context where the request is originated: T (u,C) = 1, since
Alice is in her office. Therefore, Auth(Obj, u, p) = Allow and therefore access is
granted.

Scenario #2: Access in mobility from EU using corporate smartphone. Since the
request is performed in mobility T (u,C) = 0.1 and while R(obj, p, C) = 1. The
Trust and Risk Adjustment module then triggers the trust enhancement and risk
mitigation strategies. Specific AC/UC obligations are thus assigned to the report
(e.g., do not share, delete after 2 hours, only usable in EU) to be enforced by an
obligation enforcement engine deployed on the corporate smartphone. The appli-
cation of these measures increases the trust in the context to T (u,C) = 0.5. To



Table 5. HR report: anonymized view with k = 2.

Name Job Location Salary

*** *** UK 46200
*** *** UK 45000
*** *** Italy 32000
*** *** Italy 28000
*** *** Italy 56000
*** *** China 47000
*** *** China 18000
*** *** India 30000
*** *** India 31000

Table 6. HR report: anonymized with k = 4.

Name Job Location Salary

*** *** EMEA 46200
*** *** EMEA 45000
*** *** EMEA 32000
*** *** EMEA 28000
*** *** EMEA 56000
*** *** APAC 47000
*** *** APAC 18000
*** *** APAC 30000
*** *** APAC 31000

decrease risk, k-anonymity with k = 2 allows to reduce the re-identification risk
to 0.5. Therefore, Auth(Obj, u, p) = Allow and Alice receives the anonymized
view of Table 5.

Scenario #3: Access in mobility from EU using personal smartphone. This sce-
nario is similar to the previous one, with the notable exception that now no
trust enhancing measures can be enforced on the mobile phone. Therefore, the
Trust and Risk Adjustment module can only apply the risk mitigation strategy,
by using k-anonymity with an greater value of k, i.e. k = 10, that will result
in a re-identification risk of 0.1. Thus, T (u,C) = 0.1 (access though personal
smartphone), R(obj, p, C) = 0.1 (after applying k-anonymity with k = 10), and
thus Auth(Obj, u, p) = Allow. The report received by Alice in this scenario is
given in Table 67.

Scenario #4: Access in mobility from outside EU with personal smartphone. In
this case, the risk of violating the regulations is maximum. This means that
the trust in the environment is 0, no mitigation strategies may be adopted and
7 Table 6 is just included as exemplification and depicts the result of k-anonymity for
k = 4.



therefore T (u,C) = 0 (request from outside EU), R(obj, p, C) = 1, and thus
Auth(Obj, u, p) = Deny.

8 Related Work

Several approaches has been recently proposed to address the limitations of tra-
ditional access control models in terms of lack of flexibility, inability to handle
contextual information, evaluation of the trustworthiness of users and in man-
aging access risk.

Context-aware access control models propose the use of contextual infor-
mation to determine access to resources, e.g. determining the decision based on
temporal[29], or more general, environmental conditions [30], also in combination
with risk models [31]. However these models, mostly, define in a static manner
the context parameters with which the access to resources will be granted or
denied.

A more dynamic approach is taken in risk and trust based access control
models (e.g. [32,33,34,35,36]), where for each access request or permission acti-
vation, the corresponding risk is estimated and if the risk is less than a threshold
(often associated with trust) then access is guaranteed, otherwise it is denied.
Cheng et al. [34], following the multi-level-security paradigm, compute risk and
trust thresholds from the sensitivity labels of the resource and clearance level of
the users. They also consider what we define a trust enhancement mechanism
(the authors call it risk mitigation strategy in their paper) that provides users
with a limited amount of tokens, which allow them to access resources with risk
higher than their trust level. The details on how this mechanism can be applied
in real cases are not provided.

In another work, Chen et al. [32] introduced an abstract model which allows
role activation based on a risk evaluation compared to predefined risk thresholds.
Trust values are considered, and they impact (decreasing) risk calculation. If
risk is too high, the model includes mitigation strategies, indicated as (system)
obligations. The paper does not specify how to compute the risk thresholds, trust,
and the structure and impact of obligations. In a derived model [33], mitigation
strategies have been explicitly defined in terms of user obligations in addition
to system obligation. An user obligation describes some actions that have to be
fulfilled by the user to get access. Although the model does not consider explicitly
trust, it introduces the concept of diligence score, which measured the diligence
of the user to fulfill the obligations (as in behavioral trust model), and impact
the risk estimation. An extension of the model proposed by Chen et al. [32]
has been recently proposed [20], such work focuses on re-identification risk and
anonymization is used as mitigation strategy (as in our paper).

Following the original Chen et al. [32] model, these papers consider trust as
part of the risk value. As a consequence: i) trust enhancement and risk mitigation
strategies are mixed, and it becomes difficult to find an optimal set of strate-
gies to increase access, keeping risk under control, ii) trust thresholds become
dependent on the risk scenario, decreasing the flexibility in presence of multiple



risk factors. Our model solves these issues, clearly separating trust aspects from
risk.

The impact of obligations on trust is also considered in other studies. We can
distinguish between two categories of obligations: provisions or pre-obligations [37]
are actions that must be executed as a pre-condition for authorization decision;
post-obligations are actions that must be fulfilled after the authorization decision
is made. In [38], the trust value of an user is impacted by his previous history of
fulfilling or not post-obligations, also considering their level of criticality.

Other approaches have also incorporated user trust in privilege assignment
Dimmock et al. [39] propose a framework where users are assigned to roles ac-
cording to their trust level. Baracaldo et al. extended this idea in [3] and propose
to mitigate access risk by lowering the trust level of misbehaving users in order to
(temporarily) revoke critical privileges. This model includes separation of duties
constraints in risk computation (which we do not consider in our), particularity
relevant for addressing insider attack risk scenarios.

These models can be incorporated in the computation of the trust values in
our model. Indeed in the scenario we proposed in Sect. 6, obligations increases
the trust value, however we do not consider the history of previous obligation
fulfillment, since we rely on the secure environment for assuring their enforce-
ment.

9 Future work and Conclusions

Motivated by the need to balance the advantages of big data availability, and
stringent security and privacy requirements, novel access control paradigms are
emerging. Risk plays a central role, and access control decisions can mimic the
business decision process, where risk is assessed relatively to trust. We have
proposed an access control framework based on these two factors (trust and
risk) and showed that it can address complex authorization requirements by
dynamically applying strategies for risk mitigation and trust enhancement. The
possibility to play with both risk and trust at the same time and its application
to a real use case are the main novelties of our work. Our framework can also be
combined with more classical (policy-based) approach, as described in [20] for
risk-based access control.

Although promising, our approach presents a number of open issues to be
solved for a practical usage. In particular, the overall approach (as for any quan-
titative risk model) relies on the numerical estimation of risk and trust. These
quantities are difficult to compute. Indeed, the diversity of risk scenarios, the in-
tangible nature of trust, and the limited amount of historical data for incidents
make an accurate quantitative assessment extremely difficult. As also shown in
our paper, using some heuristics it is possible to derive sound relative estimation
(i.e., using dimensionless units) for trust and risk, in some specific usage scenar-
ios, but a general approach applicable to multiple use cases is missing. Ideally,
we should estimate trust and risk in terms of monetary value, which has several
advantages: 1) it provides a common unit of measure to combine risk and trust



factors of very different nature (e.g., security risk, compliance risk, privacy risk
or trust from reputation systems, trust-factors, behavioral analysis), 2) it is easy
to understand for non-technical experts 3) it can be easily combined with risk
mitigation and trust enhancement strategies that have a clear monetary value
(e.g., insurance, certifications, legal contracts, trusted devices). In this respect, it
is particularly interesting the emergence of new cyber-insurance models (build-
ing on techniques derived by the financial sector, e.g. Value-at-risk, Monte-Carlo
simulations) to compute the values of cyber-risk and hence the cost of insurance
premiums. [40].

In the short term, we want to validate our model on other use cases, where
some quantitative methods are, even partially, available (either using dimension-
less units or monetary values). We will also investigate the impact of authen-
tication mechanisms on trust (as hinted in Section 3), and based on estimated
probability of authentication success [41], to devise optimal strategies which
combine multiple authentication methods according the risk associated to the
request.
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